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Message from the Director

To our Customers and Stakeholders,

As the Enterprise Operations (EQ) Executive Director, | am pleased to present
you with our fiscal year (FY) 2016 business plan.

Phase 1 of the National Data Center Program (NDCP) consolidation effort is

Christopher Shorter
underway, with eleven Veterans Health Information Systems and Technology orop

Architecture (VistA) production instances from Field Operations Region 2 EO Executive Director
being migrated to the St. Louis Defense Enterprise Computing Center (DECC) and seven VistA Production
instances from Region 3 being migrated to the Warner Robins DECC. Eighteen Region 2 and thirty-four
Region 3 sites remain to be migrated. EO has an interagency agreement with the Defense Information
Systems Agency (DISA) to provide space. Department of Veterans Affairs (VA) staff will manage the
hardware and applications housed at DISA. Phase 2, consisting of the migration of Region 1 and Region 4

VistA Production instances, is scheduled to begin in FY 2015 subject to funding availability.

To support the Veterans Benefits Administration (VBA) transformation effort, the Office of Information
and Technology (OIT) recently formed a DevOps collaborative organization. DevOps is an information
technology (IT) industry-leading best practice becoming synonymous with innovation. This is achieved by
erasing the boundaries between development and operations to improve the efficiency of the overall
business system. In OIT’s DevOps environment, development and operations work together in a cross
functional team increasing communication and collaboration to improve deployment, performance, and
integration. EO is intricately involved in the new DevOps organization. | am the VBA DevOps Executive,
the senior executive team lead responsible for all development and operations in the VBA Transformation
ecosystem. Tammy Watson, Enterprise Application Support (EAS) Director, is responsible for leading the
Monitoring and Automation Team in the creation and execution of the VBA Transformation monitoring
and automation methodology. The OIT DevOps team is currently focusing on deploying a full suite of
automation capable of monitoring all VBA Transformation environments (including development, test,
pre-production, and production) with a goal of producing reports or dashboards that present data on the
“state of the system” in a way that is easily understood.

EO’s cloud delivery environment, which tripled in capacity in FY 2014, leverages many technology
components and practices already in existence to deliver functionality in shorter timeframes and support
the efforts of VA IT projects to deploy working business functionality in less than six months. Within the
cloud, development and production servers are created instantly, as needed by developers, rather than
being hindered by administrative delay.

To continue the goal of streamlining EO’s processes and maximizing productivity, a team of Lean Six Sigma
Black belts supported several operational and financial objectives. Some of their accomplishments
included application availability reporting where EO can now measure and report mean time between
failure for all VBA applications. Additional contributions have supported standing up service catalogues
to enable intake efficiencies, identifying OIT reporting opportunities, and expanding resource capacity to
enable materials and equipment capacity information. Lastly, a dashboard has been expanded to provide
visual displays of data center consolidation information as well as project portfolio information for
innovation and project management information to enable labor capacity information.

EQ’s Enterprise Storage team is evaluating “storage on demand,” which offers rapid scalability in order to
meet planned and unplanned capacity requirements, as the primary delivery model for EO storage.
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Under this model, storage is preinstalled in the data centers and available for immediate use on an “as-
needed” basis. Storage on demand has proven effective in other government agencies (OGAs), such as
the National Institutes of Health (NIH). EO is incorporating DISA’s lessons learned in formulating the EO
storage on demand proposal.

As a business partner with our customers, we are committed to keeping our focus on customer service
and providing solutions that meet our customers’ needs at competitive prices to maximize VA’s
technology investments.

Overview

About EO

In 1996, under Public Law (PL) 103-356, Government Management Reform Act (GMRA) of 1994, VA was
approved to operate a Franchise Fund with the authority to offer products and services internally and to
other Federal agencies on a full cost recovery fee-for-service basis. Permanent status was conferred upon
the VA Franchise Fund by PL 109-114 in FY 2006.

EO is one of six enterprise
centers (ECs) that operates a
franchise  fund  activity,
collecting revenue from
customers for the services

provided to manage EO’s , ot T \ Philadelphia Information
. 3 ¥/ Technology Center
day-to-day franchise- \( = W LT
elphia,
funded operations. EO is ;‘,,';‘:;;,";;;2::%‘;, £ % uagelphi.
. (HITC)
also responsible for chicago, L@ 3 Capital Reglon
(14,900 ft%) Recovery Center

administrative reporting to (CHIRE)

. P g st. Louls ""(‘;";:;‘z;) WV
the Franchise Fund pecc @ ’

St. Louls, MO
Oversight Office (FFO) and G000 4)
‘Warner Robins
i DECC { Quantico Information
VA Franchise Fund Board of - s v oty e
. (QITC)
Directors (Board), ey o Quantico, VA
. (AITC) . (1,200 ft7)

comprised of Austin, TX

(28,200 ft)

representatives from the
various VA administrations
and staff offices. The Board
has  management and

oversight responsibility for
the VA ECs’ rates, capital
investments, budgets, and
various Franchise Fund activities. Designed to provide increasing value to its customers, EO is a part of
the transition to VA’s IT Management System. The integration and consolidation of EO supports
development of the VA National Data Processing Strategy, which over time will consolidate more than 80
data centers within the Franchise Fund. The goal is to more effectively manage IT operations by
leveraging core processes identified in the Federated IT Systems model. Since joining the VA Franchise
Fund, EO has grown significantly by expanding services to existing customers and by attracting new
customers. The above map shows EO locations.
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As a full-service IT provider offering a wide variety of products and service to its customers, EO:

o Administers over 325 complex IT applications that support VA medical care, financial payments,

benefits, record-keeping, research programs and OGAs.

Supports Exhibit 300 programs for multiple VA program offices and projects.

Manages over 4,000 servers for VA.

Delivers secure, highly-available, and cost-effective IT services to medical, benefits, and memorial
initiatives.

o Supports mission-critical functions such as payroll, financial management, logistics, medical
systems, and eligibility benefits.

o Provides support for benefits delivery in compensation, pension, and education programs, which
are critical to VBA to facilitate processing claims and benefits.

o Provides a variety of IT support and services to VA, Veterans, and other stakeholders, such as
Veterans service organizations, colleges, and universities.

o Implements, operates, and maintains information systems that assist VA regional offices (ROs),
the VBA Insurance Center, and medical centers in providing benefits and medical care.

o Provides operational support of VA Internet and Intranet Web services and is part of the Optical
Region Area Network (ORAN) Circuit, which supports Federal mandates for disaster fall back
plans from the capital region.

o Ensures all aspects of the burial benefit delivery systems are met with regard to VA and IT
operational direction.

o Provides IT oversight and IT operational services and infrastructure to all of the National
Cemetery Administration (NCA) and the majority of state Veterans’ cemeteries (over 180
facilities across seven time zones).

Mission, Vision, and Strategic Goals

EQ’s goal is to be the leader among Federal IT organizations in providing secure, high-quality, and
responsive service to supported organizations in meeting business needs, by leveraging state-of-the-art
technologies, and building a high-performing workforce dedicated to the success of those they serve. The
priorities are to establish a high-performing IT organization, standardize IT infrastructure and business
processes, make the VA IT systems more interoperable, and effect better management of the VA IT
Systems appropriation. The mission, vision and strategic goals of EO are as follows:

Mission

The mission of EO is to support OneVA world-class service to Veterans and their families by
delivering results-oriented, secure, highly available, and cost effective information technology
services.
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Vision
EO will fulfill its mission by being a recognized leader in providing results-oriented information
technology services to our customers. We will do this by:

e  Maintaining a full partnership with our customers in solving their business problems

e Continuously improving service delivery

e Demonstrating measureable value

e Having a culture that fosters teamwork, pride in jobs, respect for people, innovation, and
excellence

Strategic Goals
EO will successfully fulfill its mission in a manner consistent with its vision by achieving the
following strategic goals:

e Provide results-oriented, highly available, and cost effective information technology services

e Provide a secure environment for customer information and applications

e Leverage our capabilities to the benefit of other government agencies

e Maximize efficiency and effectiveness by providing strong general management and support
to our programs

ICARE

VA has adopted core values and characteristics that apply universally across the Department. The five
core values define who we are, our culture and how we care for Veterans, their families and other
beneficiaries. The values are Integrity, Commitment, Advocacy, Respect and Excellence (ICARE).

IT Services Portfolio

EO focuses on continuously improving service delivery, demonstrating measureable value, and providing a
culture that fosters teamwork and innovation. EO also offers a full
complement of technical solutions to accommodate customers’
varied IT e-Government initiatives. These solutions include IT

it 2%
ENTERPFRuSE . . . . . .
il systems hosting services, application management, information
£ assurance, IT service continuity management, data conversion and

interfacing.

EO has a diverse and robust infrastructure that includes over 4,000
physical and virtual Windows and UNIX servers. Most of the UNIX
servers support the Office of Management and Budget’s (OMB)
Exhibit 300 programs. The primary z196 IBM mainframe’s 2,000+
million instructions per second (MIPS) provides a highly secure and
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reliable processing environment for the Human Resources (HR) processing and pre/post payroll needs for
all of VA and supports the Financial Management System (FMS) and Decision Support System (DSS)
processing. The z196 is augmented by four IBM mainframe eServers. In addition to the diverse server
offering, EO is a network hub for VA. As the primary gateway for Department of Defense (DoD) traffic, EO
supports DoD-VA lab and pharmacy efforts.

EO personnel have the skills and experience necessary to keep the critical support systems running
properly. Professional services offered to EO customers include application administration, project
management, database administration, architectural support, capacity planning, and availability services.
Furthermore, EO offers a managed service approach to providing support services, which allows
customers to retain certain responsibilities, such as application support. In these cases, an Operations
and Maintenance (O&M) plan will be developed to define roles and responsibilities. This approach easily
spans geographically dispersed organizations.

As a major consumer of electricity, EO is proactive in finding solutions to reducing electricity consumption.
EO’s 15,000 square foot rooftop solar array, capable of generating 200 kilowatts of electricity, lowers
energy costs, as well as reducing EQ’s carbon footprint. Another example is an aggressive approach to
virtualization of servers, which translates to fewer physical servers, thereby reducing energy consumption
and heat load. EO is converting from three kilowatts per cabinet to seven kilowatts per cabinet and to a
chilled water cooling system, improving operating efficiency and allowing EO to consolidate Federal IT
equipment within existing infrastructure. These improvements will extend data center life while
minimizing new construction costs. EO also works to reduce its carbon footprint through recycling plastic,
metal, aluminum, and batteries.

EO has moved to align its operations along Information Technology Infrastructure Library (ITIL) guidelines.
ITIL is the most widely recognized set of guidelines for running data operations in the world. By
implementing ITIL, EO is following common practices and procedures, as well as using the same
vocabulary, in preparation for truly merging operations into one organization under the umbrella of EO.
ITIL forces standard processes which save time and promote common architecture, allowing for
innovative technology.

Highlights of the FY 2016 Business Plan

EO is pleased to present the following highlights of this year’s business plan.
FY 2014:

Financial Status Projection

EO is well-positioned to meet its revenue goal of about $393.4 million in FY 2014. Expenses will total
approximately $398.5 million resulting in a projected $5.1 million loss from operations. EO through the
month of April 2014 reported a loss of (52M). Factors attributing to the projected end of year loss

are: 1) purchases were included in the expense projection that were outside the rate model as approved
by EQ’s internal process; and 2) impact of changing the threshold from $100,000 to $1M for a purchase to
be classified as a capital asset.

Rates

An aggressive approach to cost containment combined with growing customer workloads allowed EO to
reduce Direct Access Storage Device (DASD) product offering prices in FY 2014. EQ’s primary focus has
been to identify opportunities to contain costs and focus on the impact of alternative decisions.
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Planned Capital Purchases

By the end of FY 2014, EO plans to upgrade mainframe hardware with a technical refresh of the Austin
210 production platform, which serves as the local failover for zLinux guests. This upgrade will allow EO to
maintain vendor-supported hardware. EO also plans to purchase enterprise disk storage in anticipation of
the expiration of core virtual Hitachi storage subsystems and the implementation of the storage on
demand model. EO plans to expand the Uninterruptible Power Supply (UPS) system in Philadelphia to
allow for more efficient power supplies and meet future growth requirements, convert telephone system
Voice over Internet Protocol (VOIP) services, and unify mail services across all EO sites. In addition, EO
plans to modify the existing electrical distribution system to accommodate additional electrical load.
Total FY 2014 capital acquisitions are anticipated to be: $16,029,870. Refer to Attachment C for a listing
of our FYs 2014 — 2018 planned capital acquisitions.

Customer Changes

In FY 2014, EO ceased providing services to the National Archives and Record Administration (NARA) and
the Environmental Protection Agency (EPA); however, FY 2014 brought new customer initiatives through
expansion of increased IT requirements from the existing customer base.

Initiatives
EO is planning the following ongoing efforts and initiatives to best meet customer business needs:

e  Providing systems architecture, capacity planning, and workload projection services.
e Supporting the VA Secretary’s Major Initiatives, such as:
o Veterans Benefits Management System (VBMS) — EO supports the VBMS npilot
environment using a Windows Virtual Machine (VM) farm and a VM Disaster Recovery
(DR) solution.

o VistA Blood Establishment Computer Software (VBECS) - VBECs is an improved blood
bank software application that facilitates ongoing compliance with Food and Drug
Administration (FDA) regulations for medical devices and enhances the VA’s ability to
produce high-quality blood products and services to veterans. EO has provided multiple
IT environments for this application and will continue providing support for additional
environments going into FY 2015.

o Chapter 33 (C33) — C33, also known as the Post-9/11 Gl bill, is a new education program
that pays for approved training taken on or after August 1, 2009, for those who served
on active duty after September 10, 2001. C33 is a popular VA benefit, which is identified
as critical by the VA Secretary and highly publicized in the media. Benefits needed by
Veterans to pay for eligible expenses were delayed to the point where an emergency
website to accelerate payments became necessary. EO anticipates that it will continue
to enhance and deploy the C33 application throughout FY 2015.

o Enterprise Self Service (ESS) — Part of the Veterans Relationship Management program,
ESS is a web portal for connecting wounded warriors, service members, Veterans, and
their families with those who support them. The portal consists of multiple applications,
including eBenefits (EBN), Stakeholder Enterprise Portal (SEP), and National Resource
Directory (NRD), which EO will continue to support in FY 2015.

e Increasing support levels for several OMB Exhibit 300 level investment projects, such as:
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FY 2015:

HealtheVet — EO is continuing enhancement of a consolidated computing infrastructure
for existing pre-production and production servers for HealtheVet applications, such as
Administrative Data Repository (ADR), Enrollment Database (EDB), Enrollment System
Redesign (ESR), and Spinal Cord Injury (SCI). EO will continue enhancement and
implementation of a comprehensive end-to-end monitoring system for all applications.

Health Data Repository (HDR) — Upon the completion of the HDR technical refresh, the
decommissioning of the Health Data Repository Interim Messaging Solution (HDR-IMS)
was completed by April 4, 2011. As of March 2011, the national release of the Health
Data Repository with Clinical Data Service (HDRII CDS) applications was completed and
replaced the HDR-IMS application. The HDRII CDS application provides the foundation
to support real-time point-of-care services for the clinicians.

Enterprise Development Environment (EDE) — EO continues to host a ready-to-use
development and test environment that provides OIT with a robust, flexible, and
scalable infrastructure based on cloud computing technology. This environment
supports OIT’s need to combine development environments from multiple projects with
a primary goal to provide a faster path to deploy higher quality software functionality
into production environments.

Maintaining industry and professional certifications to equip a well-trained workforce with the

necessary skills to meet customer requirements.

Providing monitoring services on critical and essential support servers, as well as offering tiered

monitoring services to customers.

Providing enhanced COOP for mission-critical and essential support applications using electronic

vaulting of data.

Investing in current technology infrastructure such as:

o

Cloud — EO tripled the size of its cloud computing environment, providing additional
capacity for on-demand development and production servers.

Virtual UNIX server environment — Implement a virtual UNIX server environment for
use by EO customers. This is a scalable server farm capable of hosting multiple
customers who require virtualized UNIX operating systems.

ZLINUX — Continue to expand the zLINUX virtual capacity on the mainframe, which is
capable of hosting multiple customers who require virtualized Linux operating system
(OS) instances.

Network Migration — Continue implementing a complete core network redesign to
introduce performance gains, high availability, and increased capacity.

Financial Status Projection

EO is well-positioned to meet its revenue goal of $478.5 million in FY 2015. The increase in revenue from

FY 2014 — FY 2015 is primarily the result of new requirements and including all of EO in the Franchise Fund
(NDCP - $76.1 million and EAS - $23.3million).

Rates

Increased costs are contributing to marginal rate increases among numerous products. An aggressive

approach to cost management, in conjunction with increasing customer workloads, allows EO to maintain
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the prices of numerous labor categories to include Project Management and Requirements

Analyst/Technical Writer, as well as Enterprise Backup and Cloud Computing in FY 2015.

New Offerings & Discontinued Products

There are several new product offerings in FY 2015, largely resulting from the implementation of a tiered

storage model for Disk Storage.

New Products FY 2014 to FY 2015

Disk Storage (Tier 1) is used for mission-critical disk storage and provides the highest
performance with maximum data protection. Tier 1 is used for high-performance applications
and databases, including but not limited to Oracle Redo, archive logs, data files, Transaction Log
Backups, and Online Transaction Processing (OLTP) dynamic tiering, which utilizes higher storage
tiers as needed during peak input/output (10) load. Tier 1 uses solid-state drives to provide
excellent performance and fault tolerance.

Disk Storage (Tier 2) is used for business critical disk storage and provides high performance with
routine data protection. Tier 2 is used to serve moderate write activity data and is
recommended for data types that are not write-intensive. Tier 2 is best utilized for medium 10
requirements, sensitive data at rest, and home/data shares.

Disk Storage (Tier 3) is used for routine disk storage and provides routine performance with
additional data protection. Tier 3 is used primarily for unstructured data and low 10 applications
and provides excellent data protection with moderate performance.

Disk Storage (Tier 4) is used for basic disk storage and provides moderate performance with
additional data protection. Tier 4 is used primarily for low-to-moderate non-sensitive data at
rest, home/data shares and archiving.

Disk Storage-Replicated (Tier 1) provides all of the same characteristics of Tier 1 disk storage with
the additional benefit of having all files replicated in order to prevent damage from failures or
disasters that may occur in one location, or in case such events do occur, improve the ability to
recover the files.

Disk Storage-Replicated (Tier 2) provides all of the same characteristics of Tier 2 disk storage with
the additional benefit of having all files replicated in order to prevent damage from failures or
disasters that may occur in one location, or in case such events do occur, improve the ability to
recover the files.

Disk Storage-Replicated (Tier 3) provides all of the same characteristics of Tier 3 disk storage with
the additional benefit of having all files replicated in order to prevent damage from failures or
disasters that may occur in one location, or in case such events do occur, improve the ability to
recover the files.

Disk Storage-Replicated (Tier 4) provides all of the same characteristics of Tier 4 disk storage with
the additional benefit of having all files replicated in order to prevent damage from failures or
disasters that may occur in one location, or in case such events do occur, improve the ability to
recover the files.
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Discontinued Products FY 2014 to FY 2015

e Disk Storage (not pertaining to specific tiers)

e Disk Storage — (Essential and Mission-Critical )
e  EAS Financial Operations Support

e EAS Web Support

e  Enterprise Communication Support

e  Security Support to NCA

e  Security Support to VBA

Planned Capital Purchases

In FY 2015, EO plans to develop an automated Data Center Infrastructure Management (DCIM) system to
monitor facility infrastructure. EO also plans to upgrade mainframe hardware with a technical refresh of
the Austin z196 processor and DR platform, which serves as the local failover for zLinux guests. The
upgrade will allow EO to maintain vendor-supported hardware. In addition, EO plans to purchase and
install a UPS module and generator, which will increase capacity for additional IT equipment in the data
center to provide additional IT support.

Total FY 2015 capital acquisitions are planned to be $19,000,000. Refer to Attachment C for a listing of
our FYs 2014 — 2018 planned capital acquisitions.

Customer Changes
EO does not anticipate losing any IT customers and expects new customer initiatives through expansion of
increased IT requirements from the existing customer base.

Initiatives
EO is planning the following ongoing efforts and initiatives to best meet customer business needs:

® Increasing support levels for OMB Exhibit 300-level investment projects.

® Veterans’ Homelessness — EO will support the Homeless Management Information System
(HMIS), which is a comprehensive registry of homeless Veterans. The registry includes data from
programs that do not enter data directly into the VA’s Homeless Operations Management
System (HOMES). These programs enter client data into local homeless management
information systems, which receive funding from the Department of Housing and Urban
Development, but are operated by independent Continuums of Care (CoCs), a set of three
competitively-awarded programs created to address the problems of homelessness in a
comprehensive manner with other Federal agencies.

® |nvesting in current technology infrastructure, such as:

o Virtual UNIX server environment — Continue implementing a virtual UNIX server
environment for use by EO customers. These are enterprise servers that allow
application hosting by multiple customers requiring a UNIX operating system.

o  zLINUX —= Continue implementing the zLINUX environment on the mainframe that allows
customers to install virtual Linux servers.

o Enterprise Backup infrastructure — Continue deploying and integrating an enterprise
backup solution across EO by investing heavily in enterprise-class backup systems.
Requirements for data storage are growing at an exponential rate and maintaining data
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availability, protection, and DR capabilities of our storage are critical to accomplishing
our mission.

o Network Migration — Continue implementing a complete core-network redesign to
introduce performance gains, high availability, and increased capacity.

o High Availability (HA) Systems — Continue creating highly available systems having
minimal downtime, whether planned or unplanned, for mission-critical applications. HA
systems have no “single point of failure”; no “single point of repair”; and use standards,
such as clustering, fault tolerance, error correcting code, and fast recovery systems to
achieve this goal.

o Cloud Computing — Expanding EO’s technology footprint with virtualization and cloud
computing. EO customers are asking for the ability to obtain virtual platforms within a
matter of hours with custom levels of managed services. Cloud computing is the path to
meeting this requirement, enabling customers to select from a menu of support
options, such as response time and back-up frequency. In addition to providing rapid-
deployment services through virtualization, EO is expanding Information as a Service
(laaS) offerings that provide a greater degree of self-service, cost-effectiveness, and less
administrative overhead. EO is also expanding COOP options with virtualized
environments.

® Achieving industry certifications to equip a well-trained workforce with the necessary skills to
meet customer requirements.

FY 2016:

Financial Status Projection
EO is well-positioned to meet its revenue goal of $482.5 million in FY 2016.

Rates
EO anticipates little to no increases in most products in FY 2016 rates. The labor categories will see an
approximate 3% increase in FY 2016.

New Offerings & Discontinued Products
EO is not anticipating any new offerings or discontinued products in FY 2016.

Planned Capital Purchases

In FY 2016, EO plans to perform technical refreshes of mainframe tape libraries to expand the number of
controllers and access. The technical refresh of the z/VM zLinux environment will enable the mainframe
production and DR server platforms to remain on vendor supported and maintainable hardware. In
addition, EO plans to upgrade the emergency standby generator to accommodate the data center
expansion and replace the original Austin UPS system to increase energy efficiency.

Total FY 2016 capital acquisitions are planned to be $7,500,000. Refer to Attachment C for details
regarding our FYs 2014 — 2018 planned capital acquisitions.

Customer Changes
EO does not anticipate losing any IT customers and expects new customer initiatives through expansion of
increased IT requirements from the existing customer base.
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Initiatives
EO is planning the following ongoing efforts and initiatives to best meet customer business needs:

® Achieving industry certifications to equip a well-trained workforce with the necessary skills to
meet customer requirements.

® Providing enhanced COOP for mission-critical and essential support applications using electronic
vaulting of data.

Customers
The chart below represents EQ’s revenue for FYs 2013 — 2016. The largest customer is OIT.

EO Revenue
600
500
g 400
i)
T 300
£
2 200
100
0
FY13 (actual) FY14 (plan) FY15 (plan) FY16 (plan)
H Non-OIT VA 9.3 31.7 38.8 44.3
mOIT 253.5 361.6 439.6 438.1
mOGA 1 0.1 0.1 0.1

There has been a positive growth trend in total revenue. This demonstrates the continuing customer
demand for EO services. EO ended FY 2013 with $263.8 million in total revenue. EO projects FY 2014
revenue will increase 49 percent over FY 2013 levels ($130 million) and EO is well-positioned to meet
FY 2015-2016 revenue goals of $478.5 million and $482.5 million, respectively. Projected VA and OGA
customer billings are outlined in Attachment A.
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FY 2013 Revenue

OGA $1M
(.3%)

VA Staff VBA $69.6M

Offices (26%)

$70.8M

(27%)
NCA $11.2M ;
(4%)
VHA $111M
(42%)

EO primarily serves VA, its parent agency, which accounts for 99.7 percent ($262.8 million) of FY 2013
total revenue ($263.8 million). Of EQ’s FY 2013 total revenue, $111 million pertains to work on VHA
applications, which accounts for 42 percent; $70.8 million for VA staff offices, which accounts for 27
percent; $69.6 million for VBA applications, which accounts for 26 percent; $11.2 million for NCA
applications, which accounts for 4 percent, and $1 million came from OGA, which accounts for .3 percent
of total revenue.

Rates

The primary goal of our business planning process is to provide our customers with timely and cost-
effective service and the highest-quality information products and services possible. EQ’s basic charging
system consists of two operational subsystems (rate-setting and billing) that are cyclic and
interdependent. Rates are adjusted at least annually based on the cost data received from the billing
subsystem as part of formal business planning and rate setting processes. At the same time, the billing
subsystem uses the established rates during the year to produce reports and customer invoices. EO is
engaged in identifying opportunities for further rate reductions and will continue to offer additional value
in the form of technology innovations and cost savings due to economies of scale. Refer to Attachment F
for product rates.

Rate Setting

EO continues to align its rate setting process with standard private sector IT cost accounting and pricing
practices. EQ’s approach builds upon its historical rate setting tools and experience that allows for better
cost comparisons and benchmarks with other IT providers. The model includes the use of service centers
to identify and allocate indirect costs in ways more attributable to their end cost objectives. It allows EO
to unbundle some of its rates in those instances when a customer may want to have less than full data
center services.
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Cost Containment Strategies

EQ’s primary cost containment effort is the continued use of server virtualization. As more and more
applications migrate to EO, the first consideration for hosting is on virtualized servers. Virtualization has
proven to reduce costs in several areas. These include:

e  Physical Servers: Virtualization saves by cutting the need to invest in physical server hardware
by a ratio of 10:1.

e labor: By reducing the number of physical servers, less labor is needed to rack and cable
physical servers, provision virtual guest servers, and manage computer resources.

e Energy Consumption: By reducing the number of physical servers, less energy is required to
power servers and cool EO computer rooms.

e Space: Investment in IT capital expenditures, server racks, and labor to rack and stack physical
servers in computer room space is reduced due to the elimination of physical server sprawl.

e Resource Flexibility: Computer resources (i.e., Central Processing Units (CPU), memory, 10
network, and disk space) can easily be changed (added or deleted) in the guest virtual
environments, as well as guests environments can be migrated from one physical server to
another.

EO helps to contain costs by continuing to standardize enterprise storage. EO has completed a technical
refresh of its enterprise storage with Hitachi. This new technology has several features that are helping to
contain costs, including less investment in storage hardware and software management tools. These
storage tools also lead to reduced labor costs because management of the enterprise storage farm can be
accomplished with fewer administrators. Further, by standardizing on Hitachi, the need for labor
expertise for multiple vendors’ storage technology is reduced. Finally, the newer technology allows for
storage virtualization by enabling EO to manage other storage technologies with Hitachi tools. This keeps
Hitachi competitive in future storage procurements because EO is not restricted to solely using Hitachi
technology.

Continuity of Operations Rate Structure

EO has a tiered rate structure in place to meet customer DR requirements. For legacy mainframe
applications, incremental CPU charges are incurred for essential support and mission-critical applications.
For open systems, charges are based upon the specific platform requirements at the alternate data
center. Disk storage requirements are billed based upon having data electronically vaulted to another VA
data center.

The recovery time objective (RTO) represents the processing time lost and the recovery point objective
(RPO) represents the data lost to an outage. Applications identified as routine support will be recovered
within 30 days with the data recovered from the time of the application’s last back-up. Applications
identified as essential support will have their processes recovered within 72 hours with the data
recovered from the time of the application’s last back up. Applications identified as mission-critical will
have their processes recovered within 12 hours with a data loss of 2 hours or less.

Central Processor Time

Rate trends for Central Processor Time (CPU), Central Processor Time-Essential Support (CPU-E), and
Central Processor Time-Mission Critical (CPU-C) are illustrated in the chart below. Workloads remained
relatively stable between FY 2012 and FY 2016. Increases in estimated FY 2013 costs resulted in moderate
increases in the CPU rates; however, costs in FY 2014 decreased, resulting in a rate reduction. Rates for
FY 2015 will increase slightly from FY 2014 rates.
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CPU Trends"”
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FY 2012 FY 2013 FY 2014 FY 2015 FY 2016
CPU-C Workload 44,681 56,505 65,430 49,478 49,478
CPU-E Workload 13,594 12,324 12,002 13,896 13,896
CPU Workload 92,106 84,093 79,387 83,119 83,119
CPU Rate $150.50 $158.90 $139.83 $141.23 $141.23
CPU-E Rate $182.85 $193.18 $170.00 $171.40 $171.40
CPU-C Rate $212.48 $224.73 $197.76 $199.16 $199.16

s CPU Workload  mmmm CPU-E Workload CPU-C Workload
== CPU Rate =>&=CPU-E Rate =@=CPU-C Rate

*CPU-E and CPU-C denote CPU processing that can resume application processing within 72 hours and 12 hours respectively of a
declared disaster on a mainframe computer.

Disk Storage

EO has an established enterprise disk storage
environment that meets mainframe and open
systems storage performance and data volume
requirements, protects data against hardware
failure, creates data snapshots, and replicates
data to remote sites for contingency planning
and DR. Industry-wide decreases in hardware
costs per unit and the use of best practices have
resulted in a continued decline in disk storage
rates. As a result of increased workloads in
FY 2012 and FY 2013, the disk storage rate was
reduced to $1.00/GB and further reduced to
$.90/GB in FY 2014. In FY 2015, EO will move
from a single rate for disk storage to tiered

rates based on disk performance. Customers

will gain the ability to match the performance
they pay for to the performance needed for each
application. The top disk storage tier will provide the ultimate disk storage performance by exploiting the
latest disk technologies such as solid-state drives. Additional tiers will be slower, but they will also have
lower rates. This will give customers the ability to store data that meets their performance requirements
at the lowest possible cost per gigabyte.
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Disk Storage Trends
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FY 2012 FY 2013 FY 2014 FY 2015 FY 2016
Disk Storage Workload | 9,881,573 13,862,463 | 24,939,710 | 27,280,803 | 27,280,803
Disk Storage Rate $1.00 $1.00 $0.90 $0.94 $0.94

B Disk Storage Workload == Disk Storage Rate

*FY 2015 rate is the weighted average rate of all 4 Disk Storage Tiers (Tier 1 - $1.00/GB Month; Tier 2 - $.90/GB Month; Tier 3 -
$.80/GB Month; Tier 4 - $.70/GB Month)

Disk Storage-Replicated Trends”
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Disk Storage-Replicated Workload | 681,869 | 1,086,287 | 2,381,108 | 3,135,021 | 3,135,021
Disk Storage-Replicated Rate $6.85 $6.30 $5.67 $5.97 $5.97

mm Disk Storage-Replicated Workload === Disk Storage-Replicated Rate

*Disk Storage-Replicated denotes data storage that is electronically vaulted to a remote data center for application data recovery in
the event of a disaster.

*FY 2015 Disk Storage-Replicated rate is the weighted average rate of all 4 Disk Storage-Replicated Tiers plus the Disk Storage rate of
$.94/GB Month (Disk Storage-Replicated Tier 1 - $5.20/GB Month; Disk Storage-Replicated Tier 2 - $4.95/GB Month; Disk Storage-
Replicated Tier 3 - $4.70/GB Month; Disk Storage-Replicated Tier 4 - $4.45/GB Month)

OMB Exhibit 300 Project Support
EO provides support to the following OMB Exhibit 300 level investment projects:

o Decision Support Legacy application enables hospitals to compute their costs for treating
individual patients and providing specific services, to view corporate data for management and
quality improvement purposes, and to conduct clinical studies.
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e Financial Management System is a standardized, integrated VA-wide system that interfaces
externally with the Department of the Treasury, GSA, the Internal Revenue Service, the Defense
Logistics Agency, and various commercial vendors and banks for electronic billing and payment
purposes. This system supports the collection, processing, and dissemination of several billion
dollars of financial information and transactions each fiscal year.

e VETSNET provides a system that will support claims processing from establishment,
development, and rating, to award and payment. VETSNET will provide for more streamlined,
accurate processing of claims and availability of Veterans’ data, including claims history. This
translates into better, timelier service to Veterans through the improved access to Veteran and
claim data, on-time updates, and immediate status on pay.

e VistA Foundations Modernization applications include Dental Encounter System, Debt
Management System, Lab Sharing and Interoperability, VHA Data Translation, Environmental
Agents Systems, Environmental Epidemiology Service, Emerging Pathogens Initiative, Essence,
Functional Status and Outcomes Database, Home Based Primary Care, Hospital Laboratory,
Lockbox, Medical SAS files, Mailserver Mumps Farm, Master Patient Index, National Item File,
National Patient Care Database, Non-Veteran Hospital System, Patient Assessment File, Program
Cost Reporting, Prisoner of War, Residential Home Care, Spinal Cord Injury, Treasury Offset
Program, Veterans Canteen Application, Vitria/VistA Interface Engines, VHA Work Measurement,
and Workers Compensation Information System.

e Enrollment applications include Enrollment Database, Enrollment System Redesign, Health
Eligibility Center, Eligibility Phase Il Priority Letters, and Operation Enduring Freedom.

e VA Computing Infrastructure and Operations applications include Customer User Provisioning
System, Delegation of Authority, Electronic Data Interchange, Freedom of Information Act
Reporting, Information Collection Budget, and Remote Customer System Use.

e Payroll/HR Systems applications include Personnel and Accounting Integrated Data (PAID)
System.

e lLoan Guaranty Maintenance and Operations include the following applications: Lockbox
Funding Fee, Loan Guaranty Processing, and Mortgage Loan Accounting Center.

e Compensation and Pension Maintenance and Operations include the following
applications/systems: Beneficiary Identification & Records Locator System/Veterans Assistance
Discharge System (BIRLS/VADS), Benefits Delivery Network Maintenance and Operations,
Insurance System Maintenance and Operations, Burial Operations Support System, Automated
Monument Application System, VA Enterprise Architecture, Capital Asset Management System,
and Program Integrity/Data Management.

e Other applications